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C u s t o m e r  p r o b l e m  t r o u b l e ‑ 
shooting has been a critically important 
issue for both customers and system pro-
viders. A recent study indicates that prob-
lem-diagnosis-related activity is 36–43% of 
TCO (total cost of ownership) in terms of 
support costs [4]. Additionally, downtime 
can cost a customer 18–35% of TCO [4]. The 
system vendor pays a price as well. A survey 
showed that vendors devote more than 8% 
of total revenue and 15% of total employee 
costs on technical support for custom-
ers [10]. In this article, we explain how our 
FAST ’09 paper made two major contribu-
tions to better understanding how logs 
pertain to solving problems. 

We provided a characteristic study of customer 
problem troubleshooting using a large set (636,108) 
of real-world customer cases reported from 100,000 
commercially deployed storage systems in the last 
two years. We studied the characteristics of cus-
tomer problem troubleshooting from various di-
mensions as well as correlation among them. Our 
results show that while some failures are either 
benign or resolved automatically, many others can 
take hours or days of manual diagnosis to fix. For 
modern storage systems, hardware failures and 
misconfigurations dominate customer cases, but 
software failures take a longer time to resolve. In-
terestingly, a relatively significant percentage of cases 
occur because customers lack sufficient knowledge 
about the system. We observed that customer prob-
lem reports with attached system logs are invari-
ably resolved much faster than those without logs. 

We also evaluated the potential of using storage 
system logs to resolve these problems. Our analy-
sis shows that a failure message alone is a poor in-
dicator of root cause, and that combining failure 
messages with multiple log events can improve 
low-level root cause prediction by a factor of three. 
We then discuss the challenges in log analysis and 
possible solutions. 

Data Selection

We used two primary databases in selecting cus-
tomer case data for analysis in our research: a Cus-
tomer Support Database, which contains details on 
every customer case that was human-generated or 
auto-generated, and an Engineering Case Database 
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for problems that cannot be resolved by customer support staff, which are 
escalated to engineering teams. 

We analyzed 636,108 NetApp customer cases from the Customer Support 
Database over the period 1/1/2006 to 1/1/2008. Of these, 329,484 were hu-
man-generated and 306,624 were auto-generated. Overall, these represent 
about 100,000 storage systems. 

For each of these 636,108 customer cases, problem category and resolution 
time were retrieved from the Customer Support Database. For each of the 
306,624 auto-generated customer cases, we also retrieved the critical event 
that led to the creation of the case. However, the human-generated cases do 
not include such information. 

The goal for resolving any customer case is to determine the problem root 
case as soon as possible. Since such information in the Customer Support 
Database is unstructured, it was difficult to identify problem root cause for 
solved cases. However, the Engineering Case Database includes the prob-
lem root cause at a fine level. We used 4,769 such cases that were present 
in both the Customer Support and Engineering Case databases to analyze 
problem root cause and its correlation with critical events. 

To study the correlation between problem root cause and storage system logs, 
we retrieved the AutoSupport logs from the NetApp AutoSupport Database. 
Since not all customer systems send AutoSupport logs to NetApp, 4,535 out 
of 4,769 customer cases have corresponding AutoSupport log information. 

Problem Resolution

F i g u r e  1 :  C u m u l a t i v e  D i s t r i b u t i o n  F u n c t i o n  ( CDF   )  o f 
r e s ol  u t i o n  t i m e  f o r  a ll   c u s t o m e r  c a s e s .  W e  a n o n y m i z e 
r e s u lt s  t o  p r e s e r v e  c o n f i d e n t i a l i t y.

One of the most important metrics of customer support is problem resolu-
tion time, the time between when a case is opened and when the resolution 
or a workaround is available for a customer. The distribution of problem res-
olution times is the key to understanding the complexity of a specific prob-
lem or problem class, since it mostly reflects the amount of time spent on 
troubleshooting problems. This time should not be directly used to calculate 
MTTR (Mean Time To Recovery), since it does not capture the amount of 
time to completely solve the problems (e.g., for hardware-related problems, it 
does not include hardware replacement.) 

Figure 1 shows the Cumulative Distribution Function (CDF) of resolution 
time for all customer cases selected from the Customer Support Database. 
Troubleshooting can take many hours. For a small fraction of cases, resolu-
tion time can be even longer. Since the x-axis of the figure is logarithmic, 
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the graph shows that doubling the amount of time spent on problem resolu-
tion does not double the number of cases resolved. While the AutoSupport 
logging system is an important step in helping troubleshoot problems, this 
figure makes the case that better tools and techniques are needed to reduce 
problem resolution time. 

problem root cause categories

Analyzing the distribution of problem root causes is useful in understanding 
where one should spend effort when troubleshooting customer cases or de-
signing more robust systems. While a problem root cause is precise, such as 
a SCSI bus failure, in this section we lump root causes into categories such 
as hardware, software, misconfiguration, etc. For all the customer cases, we 
study resolution time for each category, relative frequency of cases in each 
category, and the cost, which is the average resolution time multiplied by the 
number of cases for that category. 

(a) Categorization of Problem Root Causes

(b) Average Resolution Time per Problem Root Cause Category 

F i g u r e  2 :  P r o b l e m  Roo   t  C a u s e  C a t e g o r i e s  a n d  T i m e  t o 
R e s ol  u t i o n . 

In Figure 2, Hardware Failure is related to problems with hardware compo-
nents, such as disk drives or cables. Software Bug is related to storage sys-
tem software, and Misconfiguration  to system problems caused by errors in 
configuration. User Knowledge  concerns technical questions, e.g., explaining 
why customers were seeing certain system behaviors. Customer Environment-
involves problems not caused by the storage system itself. Figure 2(a) shows 
hardware failure and misconfiguration are the two most frequent problem 
root cause categories, contributing respectively, 47% and 25% to all cus-
tomer cases,. Software bugs account for a small fraction (3%) of cases. We 
speculate that software bugs are not that common since software undergoes 
rigorous testing before being shipped to customers. Besides tests, there are 
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many techniques [2, 6, 7, 8] that can be applied to find bugs in software. 
Figure 2(b) shows that software bugs take a longer time to resolve on aver-
age, but since their number is so small, their overall impact on total time 
spent on all problem resolutions is not very high, as Figure 3 demonstrates. 

F i g u r e  3 :  R e s ol  u t i o n  T i m e  Sp  e n t  o n  P r o b l e m  Roo   t 
C a u s e  b y  C a t e g o r y.  Al t h o u g h  s o f t w a r e  p r o b l e m s  t a k e 
lo  n g e r  t o  r e s olv  e  o n  a v e r a g e ,  h a r d w a r e  f a i l u r e  a n d 
m i s c o n f i g u r a t i o n - r e l a t e d  p r o b l e m s  h a v e  g r e a t e r  i m p a c t  o n 
c u s t o m e r  e x p e r i e n c e .

It is interesting to observe that a relatively significant percentage of customer 
problems are because customers lack sufficient knowledge about the system 
(11%) or customers’ own execution environments are incorrect (9%) (e.g., a 
backup failure caused by a Domain Name System error). These problems can 
potentially be reduced by providing more system-training programs or bet-
ter configuration checkers. 

Figure 2(b) is our first indication that logs are indeed useful in reducing 
problem resolution time. Auto-generated customer cases i.e., those with an 
attached system log and problem symptom in the form of a critical event 
message, take less time to resolve than human-generated cases. The lat-
ter are often poorly defined over the phone or by email. The only instance 
where this is not true is when the problem relates to the customer’s environ-
ment, which is difficult to record via an automated system. 

problem impact

In the previous subsections, we have treated all problems as equal in their 
impact on customers. We now consider customer impact for each problem 
category. To do this, we divide customer cases into six categories based on 
impacts ranging from system crash, which is the most serious, to the low-
impact unhealthy status. “System crash” here means crash of a single system, 
which might not lead to service downtime with a cluster configuration. The 
other categories, from higher to lower impact, are usability (e.g., inability to 
access a volume), performance, hardware component failure, and unhealthy sta-
tus (e.g., instability of the interconnects, low spare disk count). Hardware 
failures typically have low impact since the storage systems are designed to 
tolerate multiple disk failures [3], power-supply failures, filer-head failures, 
etc. However, until the failed component is replaced, the system operates 
in degraded mode where the potential for complete system failure exists, 
should its redundant component fail. 

Since human-generated customer cases do not have all impact information 
in structured format, we randomly sampled 200 human-generated cases and 
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manually analyzed them. For auto-generated problems, we include all the 
cases, and leverage the information in Customer Support Database. 

For both human-generated and auto-generated cases, the classification is 
exclusive: each problem case is classified to one and only one category. The 
classification is based on how a problem impacts customers’ experience. For 
example, a disk failure that led to a system panic will be classified as an in-
stance of system crash. If it did not lead to system crash (i.e., RAID handled 
it), it is classified as an instance of hardware component failure. It is important 
to notice that, in our study, the performance problems are problem cases that 
lead to unexpected performance slow down. Therefore disk failures leading 
to expected slow down with RAID reconstruction processes are classified 
ashardware component failures instead of performance problems. 

(a) Distribution of Problems with Different Impact

(b) Average Resolution Time of Problem with Different Impact 

F i g u r e  4 :  P r o b l e m  I m p a c t . 

Figure 4(a) shows the distribution of problems by impact. One obvious ob-
servation is that there are far fewer high-impact problems than low-impact 
ones. More specifically, system crash only contributes about 3%, and usability 
problems contribute about 10%. Low-impact problems such as hardware com-
ponent failure and unhealthy status contribute about 44% and 20%, respectively. 

While high-impact problems are much fewer, as Figure 4(b) shows, they are 
more time-consuming to troubleshoot. This is due to the complex interac-
tion between system modules. 

Finally, as we observed in the previous section, auto-generated cases take 
less time to resolve than human-generated ones. 
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Feasibility of Using Logs for Automating Troubleshooting

We investigated the feasibility of using additional information from system 
logs and answered the following two questions: does problem root cause de-
termination improve by considering log events beyond critical events? what 
kind of log events are key to identifying the problem root cause? 

F i g u r e  5 :  Co  m p a r i s o n  b e t w e e n  T h r e e  M e t h o d s  o f  U s i n g  L o g 
Ev  e n t s .  F - s c o r e  i n d i c a t e s  h o w  a c c u r a t e  a  p r e d i c t i o n  c a n 
b e  m a d e  o n  a  m o d u l e - l e v e l  p r o b l e m  r oo  t  c a u s e  u s i n g  lo  g 
i n f o r m a t i o n . 

are additional log events useful?

To study whether additional log events are useful, we considered three 
methods of using log event information, and compared how well they can 
be used as a module-level problem root cause signature. We defined a sig-
nature as a set of relevant log events that uniquely identify a problem root 
cause. Such a signature can be used to identify recurring problems and to 
distinguish one problem from another unrelated one, thereby helping with 
customer troubleshooting. It is important to note that we are not designing 
algorithms to find log signatures; instead, we are manually computing log 
signatures to study how they improve problem root cause determination. 

As a baseline, our first method is to only use the problem’s critical event as 
its signature. The second method is similar to method one, but instead of 
just looking at critical events to deduce a root cause signature, we search all 
log events looking for the one log message that best indicated the module-
level root cause. The third method is to use a decision tree [1] to find the 
best mapping between multiple log events and the problem root cause. The 
resulting multiple log events can be used as the root cause signature. For 
each module-level problem root cause, F-score is used to measure how well 
the signature can predict the problem root cause [9]. For more details about 
the methodology, refer to our conference paper [5]. 

As Figure 5 shows, for all customer cases, using only critical events as the 
problem signature is a very poor predictor of root cause. On average, it only 
achieves an F-score of about 15%. Using the best-matched log event, instead 
of just critical events, can achieve an F-score of 27%. By comparison, the av-
erage F-score achieved by the decision tree method for computing problem 
signatures is 45%, 3x better than using critical events. Based on these re-
sults, we conclude that accurate problem root cause determination requires 
combining multiple log events rather than a single log event or critical event. 
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This observation matters, since customer support personnel usually focus on 
the critical event, which can be misleading. Furthermore, as we show in the 
next section, there is often a lot of noise between key log events, making it 
hard to manually detect problem signatures. 

Although we use the decision tree to construct log signatures that are com-
posed of multiple log events, we do not advocate this technique as the solu-
tion for utilizing log information. First of all, the accuracy (F-score) is still 
not satisfactory due to log noise, which we discuss later. Moreover, the effec-
tiveness of the decision tree relies on training data. For problem root causes 
that do not have a large number of diagnosed instances, a decision tree will 
not provide much help. 

challenges of using log information

To understand the challenges of using log information and identifying key 
log events to compute a problem signature, we manually analyzed 35 cus-
tomer cases sampled from the Engineering Case Database. These customer 
cases were categorized into 10 groups, such that cases in each group had the 
same problem root cause. 

For these customer cases, we noticed that engineers used several key log 
events to diagnose the root cause. Table 1 summarizes these cases and char-
acteristics of their key log events. 

T a b l e  1 :  C h a r a c t e r i s t i c s  o f  L o g  S i g n a t u r e s .  W e  m a n u a ll y 
s t u d i e d  3 5  c u s t o m e r  c a s e s  a n d  pl  a c e d  t h e m  i n t o  1 0  g r o u p s , 
w h e r e  t h e  c a s e s  i n  e a c h  g r o u p  h a d  t h e  s a m e  p r o b l e m  r oo  t 
c a u s e .  B a s e d  o n  d i a g n o s i s  n o t e s  f r o m  e n g i n e e r s ,  w e  w e r e 
a b l e  t o  i d e n t i f y  t h e  k e y  lo  g  e v e n t s ,  w h i c h  c a n  d i f f e r e n t i a t e 
c a s e s  i n  o n e  g r o u p  f r o m  c a s e s  i n  a n o t h e r .  “ #  o f  K e y  L o g 
Ev  e n t s ”  i s  t h e  t o t a l  n u m b e r  o f  i m po  r t a n t  lo  g  e v e n t s 
( i n c l u d i n g  c r i t i c a l  e v e n t s )  n e e d e d  t o  i d e n t i f y  t h e  p r o b l e m . 
“ D i s t a n c e ”  i s  c a l c u l a t e d  a s  t h e  lo  n g e s t  d i s t a n c e  f r o m  a 
k e y  lo  g  e v e n t  t o  a  c r i t i c a l  e v e n t  f o r  e a c h  c u s t o m e r  c a s e , 
a v e r a g e d  a c r o s s  a ll   c a s e s .

Symptom Cause # of Key 
Log Events 

Distance 
(secs) 

Distance  
(# events) 

Fuzziness? 

Battery Low Software Bug 2 5.8 1.6      no 

Shelf Fault Shelf Intraconnect 
Defect 

3 49.4 3.8      yes 

System Panic Broken SCSI Bus 
Bridge 

4 509.2 34.4      no 

Performance  
Degradation 

FC Loop Defect 
2 3652 69.4      no 

Power Warning Incorrect  
Threshold in Code 

2 5 2.4      yes 

RAID Volume Failure Software Bug 3 196 66.5      no 

RAID Volume Failure Non-zeroed Disk  
Insertion 

3 80 35      yes 

RAID Volume Failure Interconnect Failure 3 290.5 126      yes 

Shelf Fault Shelf Module  
Firmware Bug 

4 18285.5 21.5      no 

Shelf Fault Power Supply Failure 3 31.5 3.5      no
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Based on these 10 groups, we made the following major observations: 

F i g u r e  6 :  C u m u l a t i v e  D i s t r i b u t i o n  F u n c t i o n  ( CDF   )  o f  n u m b e r 
o f  lo  g  e v e n t s  w i t h i n  o n e  h o u r  o f  c r i t i c a l  e v e n t .  Fo  r  t h i s 
f i g u r e ,  w e  u s e  t h e  s a m e  d a t a  s e t  a s  F i g u r e  5 .  W e  o n ly  c o u n t 
t h e  lo  g  e v e n t s  g e n e r a t e d  a n d  r e c o r d e d  b y  t h e  A u t oS  u ppo   r t 
s y s t e m  w i t h i n  o n e  h o u r  b e f o r e  t h e  c r i t i c a l  e v e n t,  s i n c e 
e n g i n e e r s  o f t e n  o n ly  e x a m i n e  r e c e n t  lo  g  e v e n t s  f o r 
p r o b l e m  d i a g n o s i s . 

(1) Logs are noisy. 

Figure 6 shows the Cumulative Distribution Function (CDF) of the number 
of log events in AutoSupport logs corresponding to customer cases. As can 
be seen in the figure, for a majority of the customer cases (75%), there are 
more than 100 log events recorded within an hour before the critical event 
occurred, and for the top 20% customer cases, more than 1000 log events 
were recorded. 

In comparison, as Table 1 shows, there are usually only 2–4 key log events 
for a given problem, implying that most log events are just noise for the 
problem. 

(2) Important log events are not easy to locate. 

Table 1 shows the distance between key log events and critical events, both 
in terms of time and the number of log events. For 5 out of 10 problems, 
at least one key log event is more than 30 log events away from the critical 
event, which captures the failure point. For all problems, there are always 
some irrelevant log events in between the key log events and the critical 
event. In terms of time, the key log events can be minutes or even hours be-
fore the critical event. 

(3) The pattern of key log events can be fuzzy. 

Sometimes, it is not necessary to have an exact set of key log events to iden-
tify a particular problem. For example, in Table 1’s problem 7, it is not nec-
essary to see the “raidDiskInsert” log event, depending on how the system 
administrator added the disk drive. In problem 2 the same shelf intracon-
nect error can be detected by different modules, and different log messages 
can be generated for it depending on which module reports the issue. 

Conclusion

In this article, we present a study of the characteristics of customer prob-
lem troubleshooting from logs, using a large set of customer support cases 
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from NetApp. Our results show that customer problem troubleshooting is 
a very time-consuming and challenging task that can benefit from automa-
tion to speed up resolution time. We observed that customer problems with 
attached logs were invariably resolved sooner than those without logs. We 
show that while a single or critical log event is a poor predictor of problem 
root cause, combining multiple key log events leads to a threefold improve-
ment in root-cause determination. Our results also show that logs are chal-
lenging to analyze manually because they are noisy and that key log events 
are often separated by hundreds of unrelated log messages. Please refer to 
our conference paper [5] for our ideas for an automatic log analysis tool that 
can speed up problem resolution time. 

As with similar studies, it was impossible to study a handful of different data 
sets, especially for customer support problems, due to the unavailability of 
such data sets. Even though our data set (which is already very large with 
636,108 cases from 100,000 systems) is limited to NetApp, we believe that 
this study is an important first-step in quantifying both the usefulness of 
and challenge in using logs for customer problem troubleshooting. We hope 
that our study can inspire and motivate characteristic studies about other 
kinds of systems as well, and motivate the creation of new tools for auto-
mated log analysis for customer problem troubleshooting. 
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