don’t blame disks for every storage subsystem failure
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DISKS ARE THE KEY COMPONENTS OF storage systems. Researchers at CMU and NetApp had demonstrated a trend of increasing gap between the size of individual disks and disk access time [11], and hence the probability that a secondary failure happens during RAID reconstruction becomes too high for comfort. This led to RAID-6 [4] and RAID-DP [5]. Interestingly, even though disk reliability is critical to storage systems reliability, we found that disks themselves were not the component most likely to fail in storage systems.

In this work, we looked at other components in storage systems beyond disks to answer the following questions: Are disk failures the main source of storage system failures? Can enterprise disks help to build a more reliable storage system than SATA disks? Are disk failures independent? What about other storage component failures? Are techniques that went into RAID design, such as redundant interconnect between disks and storage controllers, really helpful in increasing the reliability of storage systems?

Reliability is a critically important issue for storage systems because storage failures not only can cause service downtime but can also lead to data loss. Building reliable storage systems becomes increasingly challenging as the complexity of modern storage systems grows into an unprecedented level. For example, the EMC Symmetrix DMX-4 can be configured with up to 2400 disks [6], the Google File System cluster is composed of 1000 storage nodes [7], and the NetApp FAS6000 series can support more than 1000 disks per node, with up to 24 nodes in a system [9].

To make things even worse, disks are not the only component in storage systems. To connect and access disks, modern storage systems also contain many other components, including shelf enclosures, cables and host adapters, and complex software protocol stacks. Failures in these components can lead to downtime and/or data loss of the storage system. Hence, in complex storage systems, component failures are very common and critical to storage system reliability.

Although we are interested in failures of a whole storage system, this study concentrates on the core part of it—the storage subsystem, which contains...
disks and all components providing connectivity and usage of disks to the entire storage system.

We analyzed the NetApp AutoSupport logs collected from about 39,000 storage systems commercially deployed at various customer sites. The data set covers a period of 44 months and includes about 1,800,000 disks hosted in about 155,000 storage shelf enclosures. Our study reveals many interesting findings, providing useful guidelines for designing reliable storage systems. Some of our major findings include:

- Physical interconnects failures make up the largest part (27%–68%) of storage subsystem failures, and disk failures make up the second largest part (19%–56%). Choices of disk types, shelf enclosure models, and other components of storage subsystems contribute to the variability.
- Each individual storage subsystem failure type and storage subsystem failure as a whole exhibit strong self-correlations.
- Storage subsystems configured with redundant interconnects experience 30%–40% lower failure rates than those with a single interconnect.

Data on latent sector errors from the same AutoSupport Database was first analyzed by Bairavasundaram et al. [2], and data on data corruptions was further analyzed by Bairavasundaram et al. [3].

**Background**

In this section, we detail the typical architecture of storage systems we study in NetApp, the definitions and terminology used in this article, and the source of the data studied in this work.

**STORAGE SYSTEM ARCHITECTURE**

Figure 1 shows the typical architecture of a NetApp storage system node. A NetApp storage system can be composed of several storage system nodes.

![Figure 1: Storage System Node Architecture](image-url)

From the customer’s perspective, a storage system is a virtual device that is attached to customers’ systems and provides customers with the desired storage capacity with high reliability, good performance, and flexible management.

Looking from inside, we see that a storage system node is composed of storage subsystems, resiliency mechanisms, a storage head/controller, and other
higher-level system layers. The storage subsystem is the core part of a storage system node and provides connectivity and usage of disks to the entire storage system node. It contains various components, including disks, shelf enclosures, cables and host adapters, and complex software protocol stacks. Shelf enclosures provide a power supply, a cooling service, and a prewired backplane for the disks mounted in them. Cables initiated from host adapters connect one or multiple shelf enclosures to the network. Each shelf enclosure can be optionally connected to a secondary network for redundancy. In the Results section we will show the impact of this redundancy mechanism on failures of the storage subsystem.

Usually, on top of the storage subsystem, resiliency mechanisms, such as RAID, are used to tolerate failures in storage subsystems.

![Figure 2: I/O Request Path in Storage Subsystem](image)

**TERMINOLOGY**

We use the followings terms in this article:

- **Disk family**: A particular disk product. The same product may be offered in different capacities. For example, “Seagate Cheetah 10k.7” is a disk family.
- **Disk model**: The combination of a disk family and a particular disk capacity. For example, “Seagate Cheetah 10k.7 300 GB” is a disk model. For disk family and disk model, we use the same naming convention as in Bairavasundaram et al. [2, 3].
- **Failure types**: Refers to the four types of storage subsystem failures—disk failure, physical interconnect failure, protocol failure, and performance failure.
- **Shelf enclosure model**: A particular shelf enclosure product. All shelf enclosure models studied in this work can host at most 14 disks.
- **Storage subsystem failure**: Refers to failures that prevent the storage subsystem from providing storage service to the whole storage system node. However, not all storage subsystem failures are experienced by customers, since some of the failures can be handled by resiliency mechanisms on top of storage subsystems (e.g., RAID) and other mechanisms at higher layers.
- **Storage system class**: Refers to the capability and usage of storage systems. There are four storage system classes studied in this work: nearline systems (mainly used as secondary storage), low-end, mid-range, and high-end (mainly used as primary storage).
- **Other terms in the article** are used as defined by SNIA [12].
DEFINITION AND CLASSIFICATION OF STORAGE SUBSYSTEM FAILURES

Figure 2 shows the steps and components that are involved in fulfilling an I/O request in a storage subsystem. As shown in Figure 2, for the storage layer to fulfill an I/O request, the I/O request will first be processed and transformed by protocols and then delivered to disks through networks initiated by host adapters. Storage subsystem failures are the failures that break the I/O request path; they can be caused by hardware failures, software bugs, and protocol incompatibilities along the path.

To better understand storage subsystem failures, we categorize them into four types along the I/O request path:

- Disk failure: This type of failure is triggered by failure mechanisms of disks. Imperfect media, media scratches caused by loose particles, rotational vibration, and many other factors internal to a disk can lead to this type of failure. Sometimes, the storage layer proactively fails disks based on statistics collected by on-disk health monitoring mechanisms (e.g., a disk has experienced too many sector errors [1]). These incidences are also counted as disk failures.
- Physical interconnect failure: This type of failure is triggered by errors in the networks connecting disks and storage heads. It can be caused by host adapter failures, broken cables, shelf enclosure power outages, shelf backplanes errors, and/or errors in shelf FC drivers. When physical interconnect failures happen, the affected disks appear to be missing from the system.
- Protocol failure: This type of failure is caused by incompatibility between protocols in disk drivers or shelf enclosures and storage heads and software bugs in the disk drivers. When this type of failure happens, disks are visible to the storage layer but I/O requests are not correctly responded to by disks.
- Performance failure: This type of failure happens when the storage layer detects that a disk cannot serve I/O requests in a timely manner while none of the previous three types of failures are detected. It is mainly caused by partial failures, such as unstable connectivity or when disks are heavily loaded with disk-level recovery (e.g., broken sector remapping).

The occurrences of these four types of failures are recorded in AutoSupport logs collected by NetApp.

Results

FREQUENCY OF STORAGE SUBSYSTEM FAILURES

As we categorize storage subsystem failures into four failure types based on their root causes, a natural question is therefore, “What is the relative frequency of each failure type?” To answer this question, we study the NetApp AutoSupport logs collected from 39,000 storage systems.

Figure 3 presents the breakdown of the average failure rate (AFR) for storage subsystems based on failure types, for all four system classes studied in this work.

Finding (1): Physical interconnect failures make up the largest part (27%-68%) of storage subsystem failures; disk failures make up the second largest part (20%-35%). Protocol failures and performance failures both make up noticeable fractions.
Implications: Disk failures are not always a dominant factor in storage subsystem failures, and a reliability study for storage subsystems cannot focus only on disk failures. Resilient mechanisms should target all failure types.

Figure 3: AFR for Storage Subsystems in Four System Classes and the Breakdown Based on Failure Types

As Figure 3 shows, across all system classes, disk failures do not always dominate storage subsystem failures. For example, in low-end storage systems, the AFR for storage subsystems is about 4.6%, whereas the AFR for disks is only 0.9%, about 20% of the overall AFR. However, physical interconnect failures account for a significant fraction of storage subsystem failures, ranging from 27% to 68%. The other two failure types, protocol failures and performance failures, contribute to 5%–10% and 4%–8% of storage subsystem failures, respectively.

Finding (2): For disks, nearline storage systems show higher (1.9%) AFR than low-end storage systems (0.9%). But for the whole storage subsystem, nearline storage systems show lower (3.4%) AFR than low-end primary storage systems (4.6%).

Implications: Disk failure rate is not indicative of the storage subsystem failure rate.

Figure 3 also shows that nearline systems, which mostly use SATA disks, experience about 1.9% AFR for disks, whereas for low-end, mid-range, and high-end systems, which mostly use FC disks, the AFR for disks is under 0.9%. This observation is consistent with the common belief that enterprise disks (FC) are more reliable than nearline disks (SATA).

However, the AFR for storage subsystems does not follow the same trend. Storage subsystem AFR of nearline systems is about 3.4%, lower than that of low-end systems (4.6%). This indicates that other factors, such as shelf enclosure model and network configurations, strongly affect storage subsystem reliability. The impacts of these factors are examined next.

Impact of System Parameters on Storage Subsystem Failures

As we have seen, storage subsystems of different system classes show different AFRs. Although these storage subsystems are architecturally similar, the characteristics of their components, such as shelves, and their redundancy mechanisms, such as multipathing, differ. We now explore the impact of these factors on storage subsystem failures.

Shelf Enclosure Model

Shelf enclosures contain power supplies, cooling devices, and prewired backplanes that carry power and I/O bus signals to the disks mounted in
Different shelf enclosure models are different in design and have different mechanisms for providing these services; therefore, it is interesting to see how shelf enclosure model affects storage subsystem failures.

**Finding (3):** The shelf enclosure model has a strong impact on storage subsystem failures.

**Implications:** To build a reliable storage subsystem, hardware components other than disks (e.g., shelf enclosure) should also be carefully selected.

Figure 4 shows AFR for storage subsystems when configured with different shelf enclosure models but the same disk models. As expected, shelf enclosure model primarily impacts physical interconnect failures, with little impact on other failure types.

To confirm this observation, we tested the statistical significance using a T-test [10]. As Figure 4 shows, the physical interconnect failures with different shelf enclosure models are quite different (3.08 ± 0.20 % versus 6.11 ± 0.35 %). A T-test shows that this is significant at the 99.9% confidence interval, indicating that the hypothesis that physical interconnect failures are impacted by shelf enclosure models is very strongly supported by the data.

**NETWORK REDUNDANCY MECHANISM**

As we have seen, physical interconnect failures contribute to a significant fraction (27%–68%) of storage subsystem failures. Since physical interconnect failures are mainly caused by network connectivity issues in storage subsystems, it is important to understand the impact of network redundancy mechanisms on storage subsystem failures.

For the mid-range and high-end systems studied in this work, FC drivers support a network redundancy mechanism, commonly called *active/passive multipathing*. This network redundancy mechanism connects shelves to two independent FC networks, redirecting I/O requests through the redundant FC network when one FC network experiences network component failures (e.g., broken cables).

To study the effect of this network redundancy mechanism, we look at the data collected from mid-range and high-end storage systems, and we group them based on whether the network redundancy mechanism is turned on. Owing to the space limitation, we only show results for the mid-range storage systems here. As we observed from our data set, about 1/3 of storage subsystems are utilizing the network redundancy mechanism, whereas the
other 2/3 are not. We call these two groups of storage subsystems dual path systems and single path systems, respectively.

**Finding (4):** Storage subsystems configured with network redundancy mechanisms experience much lower (30%–40% lower) AFR than other systems. AFR for physical interconnects is reduced by 50%–60%.

**Implications:** Network redundancy mechanisms such as multipathing can greatly improve the reliability of storage subsystems.

Figure 5 shows the AFR for storage subsystems in mid-range systems. As expected, secondary path reduces physical interconnect failures by 50%–60% (1.82 0.04 % versus 0.91 0.09 %), with little impact on other failure types. Since physical interconnect failure is just a subset of all storage subsystem failures, AFR for storage subsystems is reduced by 30%–40%. This indicates that multipathing is an exceptionally good redundancy mechanism that delivers reduction of failure rates as promised. As we applied a T-test on these results, we found that the observation is significant at the 99.9% confidence interval, indicating that the data strongly support the hypothesis that physical interconnect failures are reduced by multipathing configuration.

However, the observation also tells us that there is still further potential in network redundancy mechanism designs. For example, given that the probability for one network to fail is about 2%, the idealized probability for two networks to both fail should be a few orders of magnitude lower (about 0.04%). But the AFR we observe is far from the ideal number.

**Figure 5:** AFR for storage subsystems broken down by the number of paths. The error bars show 99.9% confidence intervals for physical interconnect failures.

### Correlations Between Failures

In this subsection, we will study the statistical property of storage subsystem failures both from a shelf perspective and from a RAID group perspective.

Our analysis of the correlation between failures is composed of two steps:

1. Derive the theoretical failure probability model based on the assumption that failures are independent.
2. Evaluate the assumption by comparing the theoretical probability against empirical results.

Next, we describe the statistical method we use for deriving the theoretical failure probability model.
STATISTICAL METHOD

We denote the probability for a shelf enclosure (including all mounted disks) to experience one failure during time $T$ as $P(1)$ and denote the probability for it to experience two failures during $T$ as $P(2)$. The relationship between $P(1)$ and $P(2)$ is as follows:

For a complete proof, refer to our conference paper [8].

$$P(2) = \frac{1}{2} P(1)^2$$

Next, we will compare this theoretically derived model against the empirical results collected from NetApp AutoSupport logs.

CORRELATION RESULTS

To evaluate the theoretical relation between $P(1)$ and $P(2)$ shown in equation 1, we first calculate empirical $P(1)$ and empirical $P(2)$ from NetApp AutoSupport logs. Empirical $P(1)$ is the percentage of shelves (RAID groups) that have experienced exactly one failure during time $T$ (where $T$ is set to one year), and empirical $P(2)$ is the percentage of the ones that have experienced exactly two failures during time $T$. Only storage systems that have been in the field for one year or more are considered.

Finding (5): For each failure type, storage subsystem failures are not independent. After one failure, the probability of additional failures (of the same type) is higher.

Implications: The probability of storage subsystem failures depends on factors shared by all disks in the same shelf enclosures (or RAID groups).

Figure 6a shows the comparison between empirical $P(2)$ and theoretical $P(2)$, which is calculated based on empirical $P(1)$. As we can see in the figure, empirical $P(2)$ is higher than theoretical $P(2)$. More specifically, for disk failure, the observed empirical $P(2)$ is higher than theoretical $P(2)$ by a factor of 6. For other types of storage subsystem failures, the empirical probability is higher than the theoretical correspondences by a factor of 10–25. Furthermore, T-tests confirm that the theoretical $P(2)$ and the empirical $P(2)$ are statistically different with 99.5% confidence intervals.

These statistics provide a strong indication that, when a shelf experiences a storage subsystem failure, the probability for it to have another storage subsystem failure increases. In other words, storage subsystem failures from the same shelves are not independent.
Figure 6b shows an even stronger trend for the failures from the same RAID groups. Therefore, the same conclusion can be made for storage subsystem failures from the same RAID groups.

Conclusion

In this article we have presented a study of NetApp storage subsystem failures, examining the contribution of different failure types, the effect of some factors on failures, and the statistical properties of failures. Our study is based on AutoSupport logs collected from 39,000 NetApp storage systems, which contain about 1,800,000 disks mounted in about 155,000 shelf enclosures. The studied data cover a period of 44 months. The findings of our study provide guidelines for designing more reliable storage systems and developing better resiliency mechanisms.

Although disks are the primary components of storage subsystems, and disk failures contribute to 19%–56% of storage subsystem failures, other components such as physical interconnect and protocol stacks also account for significant percentages (27%–68% and 5%–10%, respectively) of storage subsystem failures. The results clearly show that the other storage subsystem components cannot be ignored when designing a reliable storage system.

One way to improve storage system reliability is to select more reliable components. As the data suggests, storage system reliability is highly dependent on shelf enclosure model. Another way to improve reliability is to employ redundancy mechanisms to tolerate component failures. One such mechanism studied in the work is multipathing, which can reduce AFR for storage systems by 30%–40% when the number of paths is increased from one to two.

We also found that the storage subsystem failure and individual storage subsystem failure types exhibit strong self-correlations. This finding motivates a revisit to resiliency mechanisms such as RAID that assume independent failures.

A preliminary version of this article was published at FAST’08 [8]. Because of limited space, neither this article nor our FAST paper includes all our results. Readers who are interested in a complete set of results should refer to our NetApp technical report [13].
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